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1 . In tro du c tion

Representing the meaning of adjectives is one of the challenging

issues in natural language processing. One of the well- known reasons

is 'plasticity ' of adjectival meaning or 'non- compositionality ' . In other

words , the meaning of an adjective shift s with the meaning of the noun

it modifies , depending on what property of that noun the adjective

pertains to (Raskin and Nirenburg, 1995).

In many cases , the analysis of adjective- noun combinations is

somewhat complicated. It thus appears that semantic analyses and

lexico- semantic descriptions of adjectives have been rare in natural
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language processing. But as Raskin and Nirenburg (1995) mention, this

situation is changing rapidly . As computational semantics operates on

larger - scale systems , a larger lexicon is needed for the lexical entries

with all their possible lexical categories in them . For this purpose,

computational semanticists and lexicographers are paying more attention

to the adjectival category, a previously neglected one.

Motivated by this trend, this study focuses on the semantic

descriptions of adjectives and suggests an expressive method of

representing the meaning of adjective- noun combinations .

In what follow s , w e will briefly review some of the previous

approaches of computational semantics to adjectives .

2 . P rev iou s W ork

Adjectives can be classified in many ways from different

perspectives : syntactic, semantic, and ontological. Syntactically ,

adjectives can be classified with respect to their function,

complementation, and alternation. Semantically , according to their

logical behavior , adjectives can also be classified with respect to other

semantic features such as aspect or gradation (Bouillon and Viegas ,

1999).

In this section, w e will review an ontological approach and a

semantic network approach to adjectives .

In an ontological approach like MikroKosmos , each lexical entity

show s the lexical mapping from language unit to ontological concepts in

the LEX- MAP part of the SEM- ST RUC zone and the linking betw een

the syntactic and the semantic structure in the SYN- ST RUC zone.

Raskin and Nirenburg (1995) propose a microtheory for adjectival

meaning which should be included in a computational lexicon. T heir

goal is to develop a method for describing the semantics of adjectives

in a text . T heir w ork on adjectives forms a microtheory used by the

MikroKosmos semantic analyzer , and assumes that the lexicon is the

locus of the microtheory of adjectival meaning in MikroKosmos .

In this approach, English adjectives are classified into four subclasses :
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attitude- based (g ood, sup erb, imp ortant), numerical scale (big , heavy ,

f orte, p ricey , op ulent, rip e, y oung ), literal scale (red, mag enta, oval,

f ront, backward), and member (authentic, fak e , nom inal). Raskin and

Nirenburg (1995) argue that many adjectives do not modify semantically

the nouns that they modify syntactically , the syntactic behavior of an

adjective does not determine its lexical meaning, and thus the

attribute/ predicative distinction has no semantic significance. T he

following displays the lexical entry for g ood .

(1) (good
(good- Adj1

(CAT adj)
(SYN- ST RUC

(1 ((root $var1)
(cat n)
(mods ((root $var0)))))

(2 ((root $var0)
(cat adj )
(subj ((root $var1)

(cat n))))))
(SEM- ST RUC

(LEX- MAP
(attitude

(type evaluative)
(attitude- value (value (> 0.75))

(relaxable- to (value (> 0.6))))
(scope ^$var1)

(attributed- to *speaker*))))))

In their microtheory , g ood selects a property of a noun and assigns

its high value on the evaluation scale associated with the property of

the noun.

WordNet , a semantic network approach, represents the largest publicly

available online lexical resources : English nouns , verbs , adjectives and

adverbs are organized into synonym sets , each representing one

underlying lexical concept . Different relations link the synonym set s .

Modifiers in WordNet are coded by means of various structural features

and relational pointers . T hese features and pointers are interpreted by

the interface, which represents the information to the user in a direct
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way . T he system divides adjectives into two major classes : descriptive

(such as big , interes ting , and p oss ible) and relational (such as

p res idential and nuclear). WordNet contains pointers between descriptive

adjectives expressing a value of an attribute and the noun by which

that attribute is lexicalized. T he interaction between adjectives and noun

are not prestored but computed as needed by an on- line interpretation

process (F ellbaum et al., 1993; Miller , 1998).

In WordNet , each sense in an entry is determined by a ' synset ' , a

set of synonyms. F or instance, 25 synsets are given for adjective g ood

by WordNet 1.7.1 (http :/ / www .cogsci.princeton .edu/ cgi- bin/ webwn1.7.1).

T he following show three of the synsets :

(2) a . good (vs . bad) - - (having desirable or positive qualities

especially those suit able for a thing specified; "good news from

the hospital"; "a good report card"; "when she was good she

w as very very good"; "a good knife is one good for cutting";

"this stump will make a good picnic table"; "a good check"; "a

good joke"; "a good exterior paint "; "a good secretary "; "a good

dress for the office")

b . full, good - - (having the normally expected amount ; "gives full
measure"; "gives good measure"; "a good mile from here")

c . good (vs . evil) - - (morally admirable)

Due to its vast coverage of lexico- semantic information as shown in

(2) above, WordNet can be a useful resource to develop a word sense

disambiguation algorithm.

T he present study will take advantage of the characteristics of the

two approaches mentioned above: the ontological information and the

synonym set s of adjectives .

3 . S em antic Repre s ent at ion s f or A dj e c t iv e - N oun

Com bin at ion s in P rolo g +CG

T his paper deals with the semantic representations of adjective- noun
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combinations for natural language processing. T o this end, programs

are implemented in Prolog+CG 2.5, an object - oriented logic programming

language based on Conceptual Graphs (CGs).

CGs (Sowa, 1984, 1991, 1992, 2000) have been used in many fields of

artificial intelligence (AI), especially natural language processing and

knowledge- based systems . CGs provide the expressive power of an

advanced knowledge representation language, i.e., advanced semantic

nets , type hierarchies , schemata, the notion of context , and the like.

Prolog+CG (Kabbaj et al., 2001) is a contextual extension of Prolog in

the sense that it integrates notions like object s and inherit ance. T he

integration of Prolog, object - oriented programming, CG, and Java

provides a pow erful developmental environment for the creation of

knowledge- based applications . How ever , although Prolog+CG provides

rich manipulating operations of CG with the expressive power , and there

has been research to resolve linguistic phenomena such as a narrative

analysis (Schärfe, 2002) and an indirect anaphora resolution (Jung, 2002),

there has been no practical research to represent the meaning of

adjective- noun combinations in the language. T hus , this paper will

show how to represent the meaning of these combinations by

implementing Prolog+CG.

CGs include relations , structures , and guidelines for representing

sentences in natural language. T heir basic principle is that content

words map to concept nodes , and function words like prepositions and

conjunctions map to relation nodes . Ordinary nouns , verbs , adjectives ,

and adverbs map to type labels in a concept node: lady⇒[Lady], dance

⇒[Dance], happy⇒[Happy] (Sow a, 1991). In this mapping principle,

adjectives can exist independently without any other connection to

another concept . But in Sowa (1999), the notation to describe adjectives

slightly changed. Nouns become type labels , while adjectives become

monadic conceptual relations . T hus , for instance, the adjective available

can be represented by [Available] linked by the attribute relation (Attr ),

i.e., [ ]- > (Attr )- > [Available], and since [ ] is the universal type, it

may be any concept of any type.

However , if [Available] can be linked to any concept of any type,
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the formula does not guarantee that the graph is canonical. F or

instance, if we follow the notation above, the formula for g reen will

look like [ ]- > (Colr )- > [Green]. However , since the conceptual type of

[ ] is unspecified, the formula cannot block anomalous combinations

such as [Idea]- > (Colr )- > [Green].

F or this reason, the present study suggests that formulae for

adjectives should be canonical, where concept s that can be linked to the

concept for an adjective are specified. F or instance, since the adjective

g reen will be represented by the graph [Object]- > (Colr )- > [Green] and

[Idea] is not [Object], g reen cannot be joined with idea .

T he representations suggested in this study satisfy the

compositionality requirement in that the meaning of an adjective- noun

combination is obtained through the composition of the meaning of the

adjective and that of the noun . A graph resulting from that

composition is w ell- formed, since the sense graph for an adjective must

be canonical and a canonical graph rules out anomalies by enforcing

selectional constraints .

Now , let us take a look at the example red car. (3) and (4) below

show tw o components of Prolog+CG: the program pane and the

interface pane.

A program in Prolog+CG is composed of type hierarchies which

present ontological information of conceptual types and conceptual

graphs as seen in (3) below . (4) shows the interface betw een the user

and the system, where if the user asks the system a question, the

system provides the answers to the request .

(3) Universal > Object , Person , Property .

Object > Vehicle.

Vehicle > Car .

Property > Visual_Property , T actile_Property .

Visual_Property > Color .

Color > Red.

sense("red", [Object]- colr - > [Red]).

(4) ?- sense("red", g). ? - sense("red", g).
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{g = [Object]- colr - > [Red]}

?- maximalJoin ([Object]- colr - > [Red], [Car], g).

{g = [Car]- colr - > [Red]}

Prolog+CG has "sense" as a component of the grammar . A sense

graph show s what concepts are necessary to represent the meaning of a

word. Although Prolog+CG introduce "sense" in order to represent the

type definition of a noun , in this study, w e will use "sense" in order to

represent the canonical graph of an adjective as w ell as a noun .

As seen in (4) above, when the user request s the sense of red , the

system searches the CG associated to "red" and then try to solve it as

follow s :

(5) ?- sense("red", g).

{g = [Object]- colr - > [Red]}

T hen, as seen in (6) below , a maximalJoin operation between the

graph [Object ]- colr - > [Red] and concept [Car] is requested on the

interface console.

(6) ?- maximalJoin ([Object]- colr - > [Red], [Car], g).

{g = [Car]- colr - > [Red]}

According to the type hierarchies described in (3) above, since

[Object] is a supertype of [Car], the tw o concepts can be joined

maximally to be [Car]. T hus , the maximalJoin betw een

[Object]- colr - > [Red] and [Car] results in [Car]- >colr - > [Red].

Finally , this graph g can be added into the original program

through the expert system query as in (7).

(7) ?- [Car]- colr - > [Red].

==> Is it true that : [Car ]- colr - > [Red] ?

type y (for yes) or n (for no) : y
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In this w ay , the meaning of the combination of red and car can be

obtained. Similarly , as can be seen in (8) and (9) below , the meaning of

wooden cross can be obtained by maximalJoin betw een the sense graph

for wooden and the concept of cross :

(8) ?- sense("wooden", g).

{g = [Artifact]- matr - > [Wood]}

(9) ?- maximalJoin ([Artifact]- matr - > [Wood], [Cross], g).

{g = [Cross]- matr - > [Wood]}

However , some adjective- noun combinations are ambiguous . In order

to account for these ambiguities , this study suggests that an adjective

can be represented through different canonical graphs , each of which

includes concepts that can be linked to the given sense of the adjective.

Let us look at crim inal lawy er, which is ambiguous in tw o w ays :

crim inal could mean dealing with crime, or it could mean who commit s

a crime. T hese two senses of crim inal are shown in (10) below .

(10) a. sense("criminal", [Conduct] -
- agnt - > [Person],
- thme- > [Law suit]- attr - > [Crime]).

b . sense("criminal", [Commit] -
- thme- > [Crime],
- agnt - > [Person]).

(10a) can be read "the agent of Conduct is Person, the theme of the

Conduct is Lawsuit , and the attribute of the Lawsuit is Crime."

When the graph in (10a) and concept [Lawyer] are joined maximally ,

the following graph g will be resulted.

(11) ?- maximalJoin ([Conduct] -
- agnt - > [Person],
- thme- > [Lawsuit]- attr - > [Crime];, [Lawyer], g).

{g = [Conduct] -
- agnt - > [Lawyer],
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- thme- > [Lawsuit]- attr - > [Crime]}

T he graph g in (11) means a lawy er who conducts crim inal laws uits .

However , if the sense graph of crim inal in (10b) and concept

[Lawyer ] are joined maximally , the graph g in (12) will be resulted. It

means a lawy er who comm its a crim e .

(12) ?- maximalJoin ([Commit ] -
- thme- > [Crime],
- agnt - > [Person];, [Lawyer], g).

{g = [Commit] -
- thme- > [Crime],
- agnt - > [Lawyer]}

T he adjective m us ical is also ambiguous . Let us consider m us ical

ins trum ent and m us ical child . T he adjective m us ical may mean

"characterized by or capable of producing music" or "talented in or

devoted to music." T hese two senses are represented as follow s :

(13) a. sense("musical", [Produce] -
- thme- > [Music],
- inst - > [Object]).

b . sense("musical", [Person]- poss- > [T alent]- attr - > [Music]).

When the graph in (13a) and the concept for ins trum ent are joined

maximally , the result will look like:

(14) [Produce] -
- thme- > [Music],
- inst - > [Instrument].

On the other hand, the maximalJoin betw een the graph in (13b) and

the concept for child will produce the following graph.

(15) [Child]- poss- > [T alent]- attr - > [Music].
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However , what if a maximalJoin between the graph in (13a) and the

concept for child , or a maximalJoin between the graph in (13b) and the

concept for ins trum ent is requested? As we can see in (16a) and (16b)

below , these joins are automatically banned, since [Child] cannot be

maximally joined with any concepts in (13a) (i.e., [Produce], [Music], or

[Object]) and [Instrument] cannot be maximally joined with any

concept s in (13b) (i.e., [Person], [T alent], or [Music]).

(16) a. ?- maximalJoin ([Produce] -
- thme- > [Music],
- inst - > [Object];, [Child], g).

no.
b . ?- maximalJoin ([Person]- poss- > [T alent]- attr - > [Music],

[Instrument ], g).
no.

So far , w e have seen cases that the meaning of an adjective- noun

combination can be revealed through the join between the sense graph

for the adjective and the concept for the noun. How ever , when it

comes to such cases as j us t ruler, things are different . In order to

understand it s meaning, the specification of the meaning of ruler is

required.

(17) a. sense("just ", [Act]- manr - > [Justice]).

b . sense("ruler", [Person]< - agnt - [Rule]).

T he maximalJoin between the sense graph for j us t and that for ruler

yields the graph as follow s .

(18) [Person]< - agnt - [Rule]- manr - > [Justice]

Let us now look at beautif ul dancer. T he sentence M ary is a

beautif ul dancer has tw o different meanings : M ary is beautif ul as a

dancer or M ary is beautif ul and a dancer. T he tw o graphs in (19)

show the tw o senses of beautif ul.
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(19) a. sense("beautiful",

[Beauty]< - char - [Appearance]< - poss- [Person]).

b. sense("beautiful", [Act]- manr - > [Beauty]).

T he maximalJoin betw een the graph in (19a) and [Dancer] yields a

graph in (20) below , where [Dancer] is the result of the maximalJoin

between [Person] and [Dancer] since Person can be merged into its

subtype Dancer .

(20) [Beauty]< - char - [Appearance]< - poss- [Dancer]

On the other hand, the graph in (19b) cannot be combined with

[Dancer], since Dancer cannot be maximally joined with [Act ] or

[Beauty]. T hus , for the graph in (19b) to be joined with [Dancer], the

sense graph for dancer should be introduced into the program as shown

in (21) below .

(21) sense("dancer", [Dance]- agnt - > [Person]).

After the graph for dancer is retrieved, the graph in (19b) and the

graph in (21) can be maximally joined, resulting in the graph (22) as

follow s :

(22) [Dance] -
- manr - > [Beauty],
- agnt - > [Person].

If the graph for beautif ul in (19a) and the graph for dancer in (21)

are joined, then the result w ill be (23), which has the same meaning as

(20) above.

(23) [Beauty]< - char - [Appearance]< - poss- [Person]- agnt - > [Dance].

Now , let us consider the adjective g ood . Good m echanic has two
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interpretations in accordance with the two senses of g ood. (24a) says

that the quality of the skill is good, while (24b) means that the attitude

is good.

(24) a. sense("good", [Act ]- qual- > [Superiority]).

b . sense("good", [Animate]- poss - > [Attitude]- attr - > [Goodness]).

(25) sense("mechanic", [Person]< - agnt - [Repair]- obj - > [Machine]).

(26) a. [Repair] -
- qual- > [Superiority],
- agnt - > [Person],
- obj - > [Machine].

b . [Repair] -
- agnt - > [Person]- poss- > [Attitude]- attr - > [Goodness],
- obj - > [Machine].

T he similar procedure can be found in such cases as p oor

teacher/ liar/ ling uis t. T he program has two different graphs for p oor

(i.e., the economic status vs . the quality of a skill) and the graphs for

the nouns such as teacher , ling uis t, and liar .

(27) a . sense("poor", [Person]- poss - > [Possession]- amount - > [Few ]).

b . sense("poor", [Act]- qual- > [Inferiority]).

(28) a . sense("teacher",

[Class_subject]< - thme- [T each]- agnt - > [Person]).

b . sense("linguist ", [Study] -

- agnt - > [Person],

- t h m e - > [L in g u i s t i c s ] ) .

c . sense("liar ", [Lie]- agnt - > [Person]).

Each of the tw o graphs for p oor in (27) can be combined with each

of the graphs for teacher, ling uis t, and liar in (28). F or instance, for

p oor teacher, tw o different maximalJoin operations can be requested,

resulting in two different graphs as in (29) and (30).

(29) ?- maximalJoin ([Person]- poss- > [Possession]- amount - > [F ew],
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[Class_subject]< - thme- [T each]- agnt - > [Person], g).
{g = [T each] -

- thme- > [Class_subject ],
- agnt - > [Person]- poss- > [Possession]- amount - > [F ew]}

(30) ?- maximalJoin ([Act] -
- agnt - > [Person],
- qual- > [Inferiority];, [T each] -
- agnt - > [Person],
- thme- > [Class_subject];, g).

{g = [T each] -
- agnt - > [Person],
- qual- > [Inferiority],
- thme- > [Class_subject ]}

In a similar manner , the meaning for p oor ling uis t and p oor liar will

be revealed as follows : (31a) and (31b) are for p oor ling uis t, and (32a)

and (31b) for p oor liar .

(31) a. [Study] -
- agnt - > [Person]- poss- > [Possession]- amount - > [F ew],
- thme- > [Linguistics].

b . [Study] -
- agnt - > [Person],
- qual- > [Inferiority],
- thme- > [Linguistics].

(32) a. [Lie]- agnt - > [Person]- poss - > [Possession]- amount - > [Few ].
b . [Lie] -

- agnt - > [Person],
- qual- > [Inferiority].

Noting that these adjectives like beautif ul, g ood, and p oor can modify

an implicit event of a kind appropriate for the object denoted by the

nominal, Larson (2000) states that without invocation of an independent ,

implicit event there w ould be a very serious compositionality problem.

How ever , he does not specify what ' an implicit event of a kind

appropriate ' for the object is .

T he virtue of the approach presented in this study is that it can
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explicitly reveal the appropriate events that adjectives modify since the

senses of nouns as w ell as those of adjectives can be declared in the

program .

Now , let us consider E ng lish teacher, which has two readings (i.e.,

'person who teaches English ' and 'person who teaches and who is

English ' ). We have two sense graphs for E ng lish in (33) and a sense

graph for teacher in (34) as follow s :

(33) a. sense("English", [Person]- stat - > [Born]- place- > [England]).

b . sense("English", [Language]- attr - > [English]).

(34) sense("teacher", [Person]< - agnt - [T each]- thme- > [Class_subject]).

T he graph in (34) can be combined with (33a) or (33b), yielding two

maximally - joined graphs in (35a) and (35b) respectively .

a. [T each] -

- agnt - > [Person],
- thme- > [Language]- attr - > [English].

b . [T each] -
- agnt - > [Person]- st at - > [Born]- place- > [England],
- thme- > [Class_subject ].

(35)
Now , let us take a look at old rival. Larson (2000) presents that old

displays an apparent three- way ambiguity : "aged", "longstanding", and

"former ."

(36) Max is an old rival.

a. "an aged rival" Max is a rival and he is old.

b . "a longstanding rival" T he rivalry with Max is old.

c. "a former rival" Max was a rival, but he is no longer one.

F or the meaning of old rival, three graphs for old can be given as

seen in (37) below . Each of the graphs in (37a), (37b), and (37c)

corresponds to (36a), (36b), and (36c) respectively . T he sense graph for

rival can be structured as in (38).
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(37) a. sense("old", [Live] -
- dur - > [Long],
- agnt - > [Person]).

b . sense("old", [Act]- dur - > [Long]).
c. sense("old", [Act]- ptim- > [T ime]- succ- > [Present]).

(38) sense("rival", [Defeat ] -
- ptnt - > [Contestant],
- agnt - > [Person]).

T hen, the maximalJoins are requested betw een each graph for old

and the graph for rival, yielding three different graphs as in (39).

(39) a. ?- maximalJoin ([Person]< - agnt - [Live]- dur - > [Long], [Rival], g).
{g = [Live] -

- agnt - > [Rival],
- dur - > [Long]}

b. ?- maximalJoin ([Act]- dur - > [Long],
[Person]< - agnt - [Defeat]- ptnt - > [Contestant], g).

{g = [Defeat] -
- dur - > [Long],
- agnt - > [Person],
- ptnt - > [Contestant]}

c. ?- maximalJoin ([Act]- ptim- > [T ime]- succ- > [Present],
[Person]< - agnt - [Defeat]- ptnt - > [Contestant], g).

{g = [Defeat] -
- ptim- > [T ime]- succ- > [Present],
- agnt - > [Person],
- ptnt - > [Contestant]}

(39c) conveys the 'former ' reading. Now , let us consider the

temporal adjective f orm er as in f orm er p res ident. F orm er must be

represented exactly the same as the third sense of old mentioned in

(37c) above. T he graph for f orm er and the graph for p res ident will be

represented as follows .

(40) sense("former", [Act]- ptim - > [T ime]- succ- > [Present ]).

(41) sense("president ",
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[Person]< - agnt - [Administer]- obj - > [Government]).

T he maximalJoin betw een the two graphs in (40) and (41) will yield

the graph in (42).

(42) [Administer] -
- ptim- > [T ime]- succ- > [Present],
- agnt - > [Person],
- obj- > [Government].

In this way , the meaning of adjective- noun combinations such as

beautif ul dancer, p oor ling uis t, etc. can be accounted for through sense

graphs of the nouns . However , adjectives and nouns can be combined

in a more indirect way through collections of schemata (i.e., world

knowledge) for nouns . T he possible examples of this type include

recent letter and quick cup of coff ee . Even though neither letter nor

cup appears to be an eventive noun, lett ers readily invoke "surrounding

events" of writing , sending, receiving and reading.

Violi (2001) mentions that knowledge is structured on the basis of

organized sets of concepts that are systematically linked to each other

in schemata, and, thus , these notations can be extremely helpful for

semantic representation and in general for a theory of lexical meaning.

In CGs , the schema is the basic structure for representing background

knowledge for human- like inference. T he schema describes the

conventional, normally occurring, or default roles that a concept plays

with respect to other concepts . By joining schemata, the inference

engine expands a query graph to a working graph that incorporates

additional background information.

F or recent letter , w e may have tw o different schema graphs as given

in (43): one related to the event of writing and the other related to the

event of receiving.

(43) a. Letter (schema)::[Writ e] -
- agnt - > [Sender],
- r slt - > [Letter]< - obj- [Read]- agnt - > [Receiver].
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b. Letter (schema)::[Receive] -
- agnt - > [Receiver ],
- obj - > [Letter]< - rslt - [Write]- agnt - > [Sender].

If a recent letter means a letter recently written , then the schema

graph in (43a) will be joined with the sense graph for recent (i.e.,

sense("recent", [Act]- ptim- > [T ime]- char - > [Close]< - char - [Present]),

yielding the following graph :

(44) [Write] -

- ptim- > [T ime]- char - > [Close]< - char - [Present],

- agnt - > [Sender],

- rslt - > [Letter]< - obj - [Read]- agnt - > [Receiver].

If a recent letter means a letter recently received, then the schema

graph in (43b) and the sense graph for recent will be joined maximally ,

resulting in the following graph :

(45) [Receive] -
- ptim- > [T ime]- char - > [Close]< - char - [Present],
- agnt - > [Receiver],
- obj- > [Letter ]< - rslt - [Write]- agnt - > [Sender ].

Similarly , in order to interpret quick cup of coff ee , a schema for coff ee

should be retrieved from the program as well as the sense graph for

quick . If we consider a term like coff ee , w e find that its semantic

representation includes a wide range of encyclopedic properties . We

know that coffee is an object of drinking, it is dark , it has a particular

flavor , it has stimulating effect s because it contains caffeine, and so on .

(46) ?- sense("quick", g).

{g = [Act]- manr - > [Quick]}

(47) ?- Coffee(schema):: G.
{G = [Coffee] -
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< - obj - [Drink]- inst - > [Cup],
- cont - > [Caffeine],
- poss - > [Flavor]}

T he schema in (47) shows that , among other things , [Coffee] is

related to Act [Drink] and, in turn , [Drink] has an instrument relation

with [Cup]. T hus , these links allow quick and cup of coff ee t o be

joined maximally . T he resulted graph shown in (48) below says that the

object of [Drink] is [Coffee] and the manner of [Drink] is [Quick].

(48) [Coffee] -
< - obj - [Drink] -

- manr - > [Quick],
- inst - > [Cup];,

- cont - > [Caffeine],
- poss - > [Flavor].

Now , let us consider the "celebrated" ex ample fak e g un . T here have

been different approaches to a class of concept combination known as

"privatives". Kamp (1975) defines privative adjectives as adjectives

such that , given adjective A and noun N, the claim 'No AN is a N ' is

necessarily true.

However , Partee (2001) proposes that adjectives fak e and imag inary

are not actually privative, but subsective, and that no adjectives are

actually privative. She hypothesizes that in interpreting a sentence like

I don 't care whether that f ur is fak e f ur or real f ur, we actually expand

the denotation of 'fur ' t o include both fake and real fur . Frank (1995)

also says that if x is a fak e g un , then x is a g un in some sense and he

suggests the sense generation model by showing how to handle fak e

g un . He mentions Fires (Bullets ), Made- of(Metal), and Function (Kill) as

central features of the concept gun , and T rigger (+), Barrel(+), and

Handle(+) as diagnostic features .

On the other hand, Coulson and Fauconnier (1999) and Coulson (2001)

suggest that the character of a fak e g un will depend on the faker ' s

motivation , the scenario in which the gun is to function, and the
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knowledge of the prospective victim . T hey also say that the

characteristics of fake object s arise because of the way in which the

intent to deceive is central to the concept of fak e , and that the blending

process enables speakers to make connections between elements whose

objective properties may be materially different .

Within the CG framework, this study integrates the sense generation

model and the conceptual blending model, suggesting that in the

combination of fak e g un , g un has a schema which includes it s material,

parts , and functions . T he sense graph for fak e should include both the

intent to deceive and the fake object which is believed to be a real one.

T he schema for g un is shown in (49), and the sense graph for fak e

is given in (50), which has the multi- referent notation to specify several

occurrences of the same concept : the multi- referent *1 is used to

specify that the two concept of [Object : *1] are in fact two occurrence

of the same concept .

(49) Gun (schema)::[Gun] -
- matr - > [Metal],
- part - > [T rigger],
- part - > [Barrel],
- part - > [Handle],
- poss - > [Bullet],
- purp- > [Kill].

(50) sense("fake", [Person]< - agnt - [Deceive]-
- ptnt - > [Person]- st at - > [Believe]- thme- >

[Object]- stat - > [Identity]< - stat - [Object :*1],
- inst - > [Object]).

When these two graphs are joined maximally , the graph in (51) is

resulted.

(51) [Deceive] -
- agnt - > [Person],
- ptnt - > [Person]- st at - > [Believe]- thme- > [Gun] -

- stat - > [Identity]< - stat - [Object : *1],
- matr - > [Metal],
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- part - > [T rigger],
- part - > [Barrel],
- part - > [Handle],
- poss - > [Bullet],
- purp- > [Kill];,

- inst - > [Object : *1].

T he graph in (51) says that an object is the instrument of deception

and someone is deceived into believing that the object is a gun which

has those properties mentioned in (49). But since the instrument has

the conceptual type of Object , it can refer to anything whose conceptual

type is a subtype of Object . T hat is , it might be a pencil, a finger , or

even a zucchini. Since, in the schema graph, the gun has the

information about the material, the function, and parts of a gun, the

graph g in (51) show s the general knowledge about a gun. T hus , the

graph show s not merely Coulson and Fauconnier ' s viewpoint (i.e., the

actor ' s intention to deceive and the victim ' s would- be- belief), but

Frank ' s (i.e., the fact that there seem to be basic gun features (e.g .,

being a w eapon (Gun is a subtype of Weapon), having a barrel,

theoretical ability to shoot bullets , and so forth) that cannot be altered

in a context such as a robbery or even in a game context such as a

cops and robbers game).

Now , let us take a look at the case of tall p erson . T he semantic

contribution of adjectives such as tall and heavy is dependent on the

head nouns that they modify . Tall denotes one range of heights for a

person, another for a tree, still another for a building. It is likely that

part of the meaning of each of the nouns is a range of expected values

for the attribute HEIGHT . Tall is interpreted relative to the expected

height of object s of the kind denoted by the head noun. T he graph in

(52) represent s that the height is superior to the average.

(52) sense("tall",

[Average]- sup- > [Measure]< - mesr - [Height]< - attr - [T hing]).

T he default average will be retrieved later when the sense graph of
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tall is combined with the schema of a noun which follow s the adjective.

For instance, as seen in (53) below , the schema of p erson may include

Height whose default height might be 170cm.

(53) Person (schema)::[Person] -
- attr - > [Height] -

- mesr - > [Measure],
- char - > [Average = 170];,

- attr - > [Weight].

In this case, the maximalJoin betw een the graphs in (52) and (53)

will produce the graph as follows :

(54) [Person] -
- attr - > [Height] -

- mesr - > [Measure]< - sup- [Average],
- char - > [Average = 170];,

- attr - > [Weight].

T he graph in (54) says that a person has attributes such as height

and weight , and the measure (i.e., value) of his or her height is

superior to the average of 170cm.

4 . Con c lu s ion

T his study has dealt w ith the semantic representations of English

adjective- noun combinations , which are implemented in Prolog+CG.

T his study suggests that in order to account for the meaning of

adjective- noun combinations , the type definitions of the concepts for the

adjectives should be declared. An adjective should not be mapped into

a single concept , as in the case of a noun, but rather should be mapped

into a canonical graph containing other concepts that consist of the

meaning of the adjective. T his study also shows that there are cases

where in addition to the type definitions of the adjectives , the type

definitions and the schemata of the concept s for the nouns should be
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specified in order to understand the meaning of adjective- noun

combinations

T his paper has shown that the meaning of adjective- noun

combinations can be revealed in three ways . T he first type is

demonstrated in the cases where the meaning of adjective- noun

combinations can be specified through the maximalJoin between the

sense graph for the adjective and the concept for the noun.

T he second type is examplified in the cases where the meaning can

be obtained by means of the maximalJoin between the sense of graph

for the adjective and the sense graph for the noun.

T he third type is revealed in the cases where schematic knowledge

about the noun is related: since a sense graph for an adjective has a

concept which is included in the schema graph for a noun, the meaning

of the combination can be obtained through the maximalJoin betw een

the two graphs .
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